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Abstract

The paper provides a discussion of how to model constructional networks in
graph-theoretic terms. We discuss the connection between graph theory and
constructionist theory, and offer a linguistic and constructional interpretation
for some major graph metrics. We illustrate the proposal by applying it to a net-
work of constructions employed to create denominal psychological predicates
in Italian. In particular, we employ graph metrics to asses to what extent syn-
thetic and analytic constructions can be said to belong to the same paradigm
of denominal verb formation. The results show the complex nature of the rela-
tionship between synthetic and analytic patterns: on the one hand, it seems that
the constructions in the network belong to more than one paradigm, based on
their structural features; on the other, such paradigms seem to be tightly linked in
some domains, such as the causative one, which constitutes a bridge between con-
structions showing different levels of structural complexity. Overall, the analysis
shows the advantages of developing a sound methodology to assess the relational
behavior of constructions: in fact, it allows us to coherently describe networks
of constructions, but also to operationalize concepts such as prototypicality and
paradigmaticity in such networks. Nonetheless, it also shows the necessity of a
careful theoretical and methodological discussion regarding the nature of objects
in Construction Grammar.

1 Introduction

In Construction Grammar (CxG), linguistic knowledge is understood to consist of
two basic types of objects: constructions, defined as pairings of form and function,
and links, which represent formal and functional relationships between construc-
tions (Goldberg 1995, 2006; Hoffmann & Trousdale 2013). In fact, a central tenet
in CxG is that linguistic knowledge is not configured as a mere list of construc-
tions, but as a network (Diessel 2019, 2023; Sommerer & Van De Velde 2025).
Constructions can be linked both vertically and horizontally, based on their level
of schematicity: vertical links express a relation of inheritance of some features
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2 CxG meets Graph theory

between constructions at different levels of schematicity, while horizontal links
are generally employed to express semantic and formal relatedness between con-
structions at the same level of schematicity (Cappelle 2006; Booij & Masini 2015;
Audring 2019; Ungerer 2024). For instance, in (la), a vertical link connects a
schematic construction, representing Noun +Noun compounding, with a semi-
specified construction that instantiates it, namely the Noun + -ache compounding
pattern (headache, toothache, etc.). Instead, in (1b), a horizontal link connect two
semi-specified constructions that are often employed to create series of antony-
mous adjectives (thoughtful vs. thoughtless, colourful vs. colourless, etc.).

(1) a. Vertical link
Noun + Noun — Noun + ache
b. Horizontal link
Noun-ful <+ Noun-less

Given the centrality of the notion of network for constructionist theory, it is
highly surprising that research has largely overlooked the potential use of graph
theory, and in particular the branch of network analysis, as a descriptive and
analytical tool in CxG (Desagulier 2021). As a matter of fact, there has been
a growing interest in the use of graph theory for linguistic analysis in corpus
linguistics and psycholinguistic modeling (Gries & Ellis 2015; Banisch et al. 2016;
Desagulier 2017, 2020; Shadrova 2022).

Recently, it has been suggested that the constructional network can be formal-
ized in graph-theoretic terms, by considering constructions as graph nodes and
links between them as edges (Sommerer & Van De Velde 2025), and some con-
structionist studies have started to incorporate network analysis. However, there
are currently no structured proposals on how to exploit tools coming from this
field and on how to interpret the relevant metrics, and, most importantly, rarely
constructions as a whole have been modeled as graph nodes. In fact, most of the
studies concentrate on construction fillers (i.e., lexical items), connecting them
by virtue of their co-occurrence in specific constructional patterns (Sommerer &
Baumann 2021; Morin et al. 2024), or by virtue of the semantic relations between
them (Ellis et al. 2013, 2014).

Our aim is thus to propose a first structured account of constructional networks
as graphs. We will take as an example a network of semi-schematic constructions
which are employed to create denominal psychological predicates in Italian, com-
prising both synthetic and analytic patterns. We will show the advantages of
employing network analysis for analyzing this small network, by reviewing some
major graph measures and concepts and providing a linguistic framework for their
interpretation. In particular, we will employ graph metrics and network analysis
to assess to what extent analytic and synthetic constructions can be analyzed as
exponents of a common paradigm of denominal verb formation. We first intro-
duce the network in Section 2. Then, we discuss the graph modeling choices, and
a proposal for the intepretation of the metrics employed and how they relate to
the research questions (Section 3.1). We then introduce the dataset (Section 4).
In Section 5 we present the results and discuss what our findings show us about
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the paradigmhood of the network under scrutiny. Finally, we address to what
extent CxG can benefit from network analysis, and the limitations of our model
(Section 6).

2 Case study: a "mixed" paradigm of psych-predicates?

In Italian, it is possible to create predicates from psych-nouns by making use of
a variety of light verbs and derivational patterns.

Derivational patterns include conversion (2a), parasynthesis (i.e., the simulta-
neous application of prefixation and conversion) (2b), and suffixation (2c). More-
over, when they express causative semantics, it is possible to create anticausative
synthetic predicates by employing the clitic si (2d).

(2) a. Noun-ire
gioia ‘joy’ > gioire ‘rejoyce’
b. in-Noun-ire
fastidio ‘annoyance’ > infastidire ‘annoy’
¢. Noun-izzare
simpatia ‘sympathy’ > simpatizzare ‘sympathize’
d. in-Noun-ir-si
fastidio ‘annoyance’ > infastidir-si ‘get annoyed’

Instead, light verbs constructions are analytic constructions in which the noun
is used non-referentially, and plays a major role in predication (Butt 2003; JeZek
2004). Such analytic predicates are generally created by using very frequent and
polysemous verbs, as avere ‘have’ (3a), prendere ‘take’ (3b), mettere ‘put’ (3c), and
many others. Notably, while studies on light verbs constructions have mainly
concentrated on [Verb Noun] patterns (3a-3c), it is possible to find light verbs
showing [Verb Preposition Noun] patterns (3d).

(3) a. avere Noun ‘have N’
vergogna ‘shame’ > avere vergogna ‘be ashamed’
b. prendere Noun ‘take N’
coraggio ‘anguish’ > prendere coraggio ‘take courage’
c. mettere Noun ‘put N’
angoscia ‘anguish’ > mettere angoscia ‘distress’
d. essere in Noun ‘be in N’
ansia ‘anxiety’ > essere in ansia ‘be anxious’

As noted by previous studies (Pisciotta & Masini 2025), psychological predi-
cates, whether formed through synthetic or analytic processes, tend to fall into
one of three different semantic classes: stative (2a-3a), inchoative (2b -3b), and
causative (2c-3c). As shown by typological literature (Croft 1991; Talmy 2000),
these three classes represent a stable contrast among the types of events that can
be lexicalized in the verbal domain. This allows for describing the same event
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from different perspectives: the presence of a state, the process of entering that
state, and the causal mechanism that brings about entering that state.

The presence of such a semantic contrast can be seen as a hint towards the
paradigmatic nature of psych-predicate formation, at least from the semantic
point of view (Pisciotta & Masini 2025): in fact, research carried out on deriva-
tional paradigms argue that paradigms are structured around stable semantic con-
trasts (e.g., Stekauer 2014; Bonami & Strnadova 2019). Under this perspective,
the generalization made by the paradigm is a semantic one: by applying the mod-
elization carried out on “action networks” (Roché 2017; Fradin 2020) to our case,
we argue that speakers generally know that the existence of a psychological state
(denoted by a noun) implies the existence of events of feeling that psychological
state, of getting to feel that psychological state, and of causing somebody to feel
that psychological state.

We could imagine such paradigmatic system in a cross-table fashion (Table
1), where each cell is determined by the semantic contrast between the event
types, and is filled by the patterns that actualize said event type for a specific
psych-noun.

noun stative predicate | inchoative predicate | causative predicate
(feel N) (begin to feel N) (cause to feel N)
fare paura,
fear’ prendere paura,
paura ‘fear avere paura . L. mettere paura,
impaurirsi . .
impaurire
amore . .
Jove’ provare amore innamorarsi _
. are coraggio
coraggio provare prendere f 8810,
. , . . dare coraggio,
courage coraggio coraggio . <
incoraggiare

Table 1: Cross-table modeling of the paradigm of psych-predicates in Italian

As we can see in Table 1, both synthetic and analytic predicates serve as ex-
ponents in the cells of this paradigm, often overlapping within the same series
(e.g., we have both synthetic and analytic causative predicates derived from paura
‘fear’).

This does not come as unexpected, as scholars have highlighted that multiword
expressions can be exponents in inflectional and derivational paradigms, either
filling gaps in complementary distribution with synthetic forms, or competing
for the expression of the same meaning (Ackerman & Stump 2004; Masini 2019;
Cetnarowska 2021). This is particularly true from a constructionist perspective,
as the existence of paradigms comprising structurally different constructions is
granted by the assumption of the syntax-lexicon continuum. Moreover, the non-
canonical features shown by such a paradigm should not be a concern: in fact,
the presence of multiple exponents actualizing a cell for the same noun, as well
as the presence of gaps (e.g., no causative predicate is formed by using amore
'love’), are not uncommon for non-inflectional paradigms (Bonami & Strnadova
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2019; Melloni & Dal Maso 2022).

Nonetheless, modeling the psych-predicates as a cross-table stands on the a
priori assumption that the multiplicity of synthetic and analytic predicates found
belong to the same paradigm. Instead, the degree of parigm participation of (syn-
thetic and analytic) word-formation patterns should be assessed by taking into
account not only the semantic predictability expressed by our set of constructions
(i.e., the limited set of event types that can be actualized), but also how recur-
rently and regularly pairs of patterns actualize related meanings (Fradin 2018;
Hathout & Namer 2019). In other terms, in order to generalize a paradigm, we
need a frequent alternation between patterns in expressing a semantic opposi-
tion, and some degree of predictability and motivation in this relationship (even
though non-inflectional paradigms often show lower predictability, cf. Melloni &
Dal Maso 2022). We maintain that formalizing a paradigm as a cross-tables does
not let us easily approach such problems.

In fact, a cross-table perspective can help us check which patterns are the most
frequent and the association between specific patterns and semantic values, but
it fails to let us capture relavant information, the most important being which of
the patterns take part together in a relevant number of paradigmatic series (i.e.,
if they share the same nominal bases), how frequently, and if we can find some
regularities in our system.

Moreover, it does not inform us on the properties and internal structure of such
a network/paradigm: for instance, we do not know which semantic values nor
which specific form-function mappings are at the core of psych-predicate forma-
tion'. This is because cross-tables characterize grammatical paradigms as closed
symmetric systems, while in reality they are often asymmetrical and organized
around a basic member (e.g., singular number is more basic than plural in nomi-
nal paradigms). This can be easily accounted for by conceptualizing the paradigm
as a set of relations between its members (Bybee 1985; Diessel 2023).

We propose that a network-based perspective can help us address these prob-
lems in a theoretically consistent fashion. As a matter of fact, usage-based and
constructional research has shown that paradigms can be more fruitfully modeled
as networks (Bybee 1985; Booij 2010; Smirnova 2021; Leino 2022; Diessel 2023).
In particular, we have a complex situation including a variable number of expo-
nents for the same cell, and thus it seems more informative to see how actually
the network gets shaped by the relationships between individual constructions,
and to what extent its behavior resembles a paradigm’s one.

2.1 Hypothesis and research questions

We start by putting forward the hypothesis that synthetic and analytic construc-
tions belong to the same paradigmatic family. This, in turn, requires to first verify
if constructions employed to create psych-predicates actually project a paradigm-

1 Note that this is not only a matter of frequency, because a very frequent pattern could the-

oretically be only loosely connected to the rest of the paradigm, and occupy a niche on its
own.
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like network. Based on the literature presented in this section, in order to be
considered a paradigm in a narrow sense, the network projected by our construc-
tions should show:
1. frequent and recurrent alternations: thus, patterns should either a) form
a tightly interconnected network, that is, share a high number of fillers, or
b) form a network shaped as a collection of tightly interconnected clusters;
2. a tendency towards the expression of relationships of semantic contrast
through said alternations;
3. regular alternations: thus, patterns should, to some extent, be able to
motivate and predict their mutual relationship.

Clearly, paradigm participation can be seen as a gradient phenomenon, espe-
cially with respect to predictability. However, in order to define a network of
constructions as a paradigm in a narrow sense, we require at least points 1 and 2
to be features of our network. Moreover, the more regular and predictable the re-
lationships are (point 3), the clearer the network’s paradigmatic nature becomes.

If we hypothesize that analytic and synthetic constructions are part of a com-
mon paradigm, these kinds of relations should hold not only between items at
the same level of complexity, but also between word and multiword patterns.

We will assess this two-step hypothesis by formalizing the constructional space
as a network, in continuity with constructional and usage-based research, and
by employing graph metrics as a quantitative-descriptive tool to investigate the
features of such network. We will approach the issue in a descriptive fashion,
as no research so far has been carried out in this direction. Thus, there is no
benchmark for our metrics. We carry out our analysis by:

RQ1: describing the type of network projected by our patterns: that is, the degree
and the nature of the connections between constructions employed to derive
psych-predicates;

RQ2: finding the most basic member(s) of the network: that is, finding which
constructions are mostly available in paradigmatic relations with other con-
structions, and if they all pertain to some formal and/or semantic types;

RQ3: assessing how predictable the relationship between groups of constructions,
i.e, if there are more predictable “subparadigms” of constructions is, and if
they comprise constructions at different levels of complexity.

In the following Section, we show how such research questions can be ad-
dressed in a graph-theoretic framework.

3 Graph modeling

3.1 Representation choices

In mathematical terms, a graph is a structured set of objects where some pairs
of the objects are connected. Objects and relationships between objects are the
fundamental units of a graph, and are formalized as nodes (or vertices) and edges
(Trudeau 1994). Nodes are represented as dots, connected by lines or arrows
representing edges (Figure 1).
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Figure 1: Representation of a mixed graph, containing both directed and undirected edges.

Graphs can include different types of edges: directed edges (arrows), that de-
scribe a path starting from a node j and culminating on a second node i, or undi-
rected edges (lines), that do not describe any direction in the relationship. It is
also possible to assign weights to edges, to represent their relevance in the net-
work: for example, when representing air traffic, weights inform us about how
frequently a specific airpath is travelled.

In the network we want to model, we propose that the kind of relations hold-
ing between the members of our paradigm members are horizontal, bidirectional
links, since the paradigm contains constructions that cannot share any formal
feature inherited from a common ‘mother’ schema. Such horizontal links ex-
press both quasi-synonymy between the semantics of the patterns (i.e., linking
patterns belonging to the same cell in the paradigm) and semantic contrast (i.e.,
linking patterns belonging to different cells). Our graph should thus contain con-
structions as nodes, and horizontal links as undirected edges. While formalizing
constructions as nodes is quite uncontroversial, we need to choose how to op-
erationalize edges that link constructions. This is not a trivial operation, since
linguistic networks are generally quite abstract: the definition of nodes and links
is not explicit in the data, but relies on some modeling, and rarely a linguistic
network represents an actual process taking place (as instead happens in, e.g.,
inter-bank money transfers) (Aradjo & Banisch 2016). Moreover, constructions
themselves can be related on multiple layers: links could represent the formal as
well as the semantic relatedness of the patterns.

However, if we consider that horizontal links represent generalizations about
the similarity between pairs of constructions, it is clear that such generalizations
can be drawn only if the constructions involved can be somehow explicitly rec-
ognized by the speakers (Audring 2019). If we get back to (1b), we see that
the paradigmatic relation between antonymous suffixes -less and -ful (cf. 1b) can
emerge since they: 1) show a regular semantic opposition and 2) can be often em-
ployed with the same bases to express such opposition (4). This is coherent with
the approach delineated in Section 2, as the regular and recurrent use with the
same fillers to express a regular semantic relation represents the criteria defined
to assess the degree of paradigmatic cohesion of the network..
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Figure 2: Network of three constructions formalized as a weighted, undirected graph.

(4) Noun-ful <« Noun-less

colourful < colourless
painful < painless
thoughtful « thoughtless

Since we know that our constructions are always, by design, linked on the se-
mantic level (they all have a quasi-synonymy or a contrast relation with all of the
other constructions), we can factor out relations on the semantic level, and we

can instead turn our attention to the number of shared fillers (cf. the approach
taken in Van De Velde & Fonteyn 2017) to operationalize the amount of perceived
relatedness between pairs of patterns. In other terms, we assume that the more

two patterns are used with the same fillers, the more likely speakers will gener-
alize a relation between the two patterns. We can translate this assumption in
graph-theoretic terms by describing our constructional network as an undirected
weighted graph (Figure 2), where:

+ nodes represent semi-schematic constructions;

« weighted edges represent the number of bases shared by two constructions
(nodes).

In order to build the graph, we use the NetworkX package (Hagberg et al. 2008)
in Python 3.12.

3.2 Network-analytic methods and constructional interpretation
3.2.1 Graph metrics

Following the tripartite structure of our research questions (Section 2), we divided
the metrics we calculated into three macro-groups: metrics related to network
properties, node centrality measures, and a predictability measure. Such
metrics were calculated by employing the packages NetworkX and igraph (Csardi

& Nepusz 2006) in Python 3.12. In this section, we explain the selected metrics
and their possible constructional interpretation; we summarize them in Table 2.
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We mostly employed weighted versions of the metrics. This is a relevant point,
since the distinction between weighted and unweighted measures can be very
compelling in constructionist terms. In fact, unweighted measures assign to all
the constructional links the same value, while weighted ones take into account
the number of connections underlying the constructional link (in our case, the
number of shared fillers). In this sense, they open a window on phenomena per-
taining to a lower level of abstraction, since they assign different values based
on the number of links between fully-specified instances of the two constructions.
In our case, since we assume that strong paradigmatic generalizations rely on the
number of actually encountered doublets, weighted measures seem to be more
suited. Nonetheless, we cannot exclude that, in some cases, we could be inter-
ested only in the presence/absence of a connection between two semi-specified
schemas.

Network properties help us address our first reasearch question (RQ1). They
allow us to calculate how many connections there are in our network, to what ex-
tent constructions tend to cluster together, and also which types of constructions
tend to be linked. In particular, we checked for:

+ Average degree: the average number of connections per node in the graph.
When unweighted, it represents the average number of constructions a con-
struction is linked to; in its weighted version it tells us, on average, how
many fillers constructions share. Average degree is calculated as:

1 N
(k) =~ D ki (5)
=1

where N is the number of nodes in the graph, and k; is the degree of the
node i, i.e., the number of edges starting from that node (Estrada & Knight
2015). In the weighted version, instead, ; is calculated as the sum of the
weights of its incident edges:

ki = Z Wy 4 (6)
JEN ()
where N/ (i) is the set denoting the neighbors of the node .

« Transitivity [between 0 and 1] : it is an unweighted measure of clustering.
It measures the probability that two nodes adjacent to a third node are
connected in our network, i.e., to what extent all of our constructions tend
to be linked together. It is calculated as the ratio between the number of
triangles (i.e., closed triplets of nodes where each node is connected to the
other two) and the number of possible triangles in the graph, where possible
triangles are identified by the number of triads (i.e., triplets of nodes formed
by a node and two of its neighbors):

# triangles
# triads 7

Since it is calculated as a coefficient, the closer the value to 1, the higher
the closure of the network structure.

T=3x
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« Average clustering [between 0 and 1]: it is another clustering metric.

It measures, on average, to what extent constructions tend to cluster in
the network. We employed this clustering measure as well for two rea-
sons: firstly, it also has a weighted version, unlike transitivity; secondly,
studies have shown that it may diverge from transitivity for some types of
networks (Estrada 2016). In its unweighted version, it is the average of
the local clustering coefficients, which correspond, in turn, to the number
of closed triplets (triangles) involving the node i (denoted ¢;), normalized
by the maximum number of possible connections between the neighbors of
that node (Watts & Strogatz 1998):

N
| 2,
R PPy ®

In the weighted version, the local clustering coefficient is multiplied by the
geometric mean of the edge weights in the triad formed by the node i and
its two neighbors j, k£ (Saramaki et al. 2007):

|
i=1 JKEN (4)

The weighted version assigns more importance to “heavy” triangles, and
thus, a high score means that groups of constructions that give rise to many
low-level alternations contribute more to the connectedness of the network.
Attribute assortativity [between -1 and 1]: This measure, also referred
to as homophily, informs us about the type of constructions that tend to be
interconnected. Specifically, it quantifies the extent to which nodes in the
graph connect preferentially to other nodes with similar attributes (New-
man 2002, 2003). Attributes are discrete categories, which correspond, in
our case, to constructional properties, such as structural and semantic ones.
We calculate attribute assortativity by first computing the mixing matrix
(eij)szl, where ¢;; denotes the fraction of edges in the network that con-
nect nodes of type i to nodes of type j, and C' is the number of discrete
categories. Then, assortativity is calculated as:

S e — S0 ab; ¢ c
p= ==l = = =1 "7 where a; = Z €ij, bi= Z eji (10)
1= 320 aib; j=1 j=1
In the formula, Y. | e;; corresponds to the sum of the diagonal entries in the
matrix, which gives the proportion of edges that link nodes of the same type.
Instead, a; and b; are the marginal probabilities, calculated from the mixing
matrix, that each of the two ends of an edge are attached, respectively, to
a node of type i, and to a node of type ;2.
In the weighted version, the mixing matrix is computed based on the total
weights of edges connecting node types, rather than the count of edges.

2

In our case, a;b; can be rewritten as a;2, since the mixing matrix is symmetrical in undirected
graphs, and thus a; = b; (Newman 2003).
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In linguistic terms, a high weighted assortativity (or assortative mixing,
with a score close to 1) tells us that constructions tend to link to construc-
tions sharing similar features; a score of 0 indicates no correlation, while
low assortativity (disassortative mixing, close to -1) shows a tendency to
find links between different types of constructions. As we mentioned, we
will calculate assortativity based on the structural type of construction (syn-
thetic vs. analytic construction), but also based on the event type expressed.
This will provide us with two pieces of information, the first being the
integration of different structural types of constructions in the paradigm,
and the second the type of semantic relations mostly found in the network
(semantic similarity vs. semantic contrast). If contrast relations prevail
over similarity ones, we can assume that the network is mostly shaped as a
paradigm (i.e., by semantic contrast relations).

The presence of clusters was also assessed by finding the maximal cliques and
the Louvain communities. Maximal cliques of a node are all the largest com-
plete subgraphs containing that node - where “complete” means that all the nodes
(constructions) in the subgraph are interconnected. Thus, maximal cliques repre-
sent clusters of constructions whose connection does not depend on the rest of the
network. Instead, Louvain algorithm performs a partitioning of the network that
maximizes modularity for each community of nodes. Modularity measures how
densely nodes are connected in a community, as compared to what would be ex-
pected in a random network with the same degree. Thus, communities represent
clusters of constructions that create dense connections, that is, that frequently
and regularly share fillers. Both cliques and communities were calculated using
the algorithms provided in NetworkX.

Turning to centrality metrics, we use them to address the second research ques-
tion (RQ2), i.e., we want to find constructions that lie at the core of the network.
We calculated two weighted centrality measures:

« Degree centrality: ranks nodes based on the number of connections they
have with other nodes. Constructions with a high degree will be the most
prototypical and basic ones in the network, since they will be the ones used
most frequently and typically in paradigmatic choice with the other con-
structions. Degree centrality is calculated for each node i as the sum of the
weights of its incident edges (neighbors):

Chli)y= > wy (11)
JEN()

« Betweenness centrality: ranks nodes based on the number of shortest
paths (between other nodes) that pass through them. In our case, short-
est paths are formed by stronger links between constructions. Weighted be-
tweenness is calculated for each node i as the sum of the fraction of shortest
paths® between the nodes s, ¢ that pass through i:

Note that the formula employed in NetworkX treats weights as distances (Brandes 2001):
thus, heavier edges will be considered as longer paths. However, this goes against the fact
that a heavier connection between constructions makes them closer in our model (cf. Section
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W

Cuiy =Y ”g—ff) (12)

stitt St

It lets us isolate critical nodes, that are, nodes which are most influential for

the flow of information of the graph. Such critical nodes should correspond

to articulation points, i.e., nodes whose removal disconnects the network

(Ausiello et al. 2013). Thus, constructions with a high betweenness central-

ity are the ones most often employed in alternations that link subdomains

of the network that would be otherwise separate. In other words, it means

that we can find the constructions that contribute most to attracting and
linking other constructions to the network.

Finally, we exploit a predictability measure to address how regular are rela-
tions in the proposed paradigm of psych-predicates (RQ3). Thus, for this last
measure we only take into account links that describe transitions from an event
type to another.

In the literature, predictability between paradigm exponents has been addressed
by employing extensions of Shannon’s Entropy, which represents the amount of
information we need to capture a distribution (and thus, it is a measure of un-
certainty). In particular, studies have employed measures such as conditional
entropy (Ackerman et al. 2009; Ackerman & Malouf 2013) or variations, such as
(joint) implicative entropy (Bonami & Beniamine 2016): such measures quantify
how much the distribution of a variable depends on the distribution of one (or
more) variable(s). In other words, they formalize the ease in predicting which
pattern will actualize a cell by knowing the exponent(s) of another (or other)
cell(s). Since we assume a network perspective on paradigms, we decided to rely
on a different entropy-based measure, node diversity (Eagle et al. 2010), which
tells us the amount of uncertainty in determining our path when starting from a
specific node in the network. In other terms, it can be seen as a form of condi-
tional entropy H(X|Y') given a fixed value (i.e., construction represented by the
node) for Y.

Diversity can be easily calculated by using the igraph package. First, the node’s
Shannon’s Entropy is computed, based on the weights of its incident edges:

k;
H; = =) pilog(p;;) (13)
j=1

where p;; is the probability of transitioning from ¢ to j, according to the weights
of the connection between them:

wij
k;
D i Wiyt

Then, the entropy value gets normalized by the log of the degree of that node
(i.e., the number of connections starting from that node):

Pij = (14)

3.2.2). In order to account for that, in this case we substituted weights with their reciprocal
(1/weight).
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H;
D; = log(k;)

In our case, we were not interested in every possible connection starting from
a node, but only in the amount of uncertainty in transitioning from a construc-
tion expressing an event type to another. Since we use a weighted measure, such
uncertainty is obviously informed by the frequency of shared fillers, and not only
by the number of connections at the semi-schematic level: in case of two equally
frequent options, uncertainty will be higher than in case of stronger tendencies
towards one of the two constructions. Thus, we employed the following proce-
dure: for each construction;, we created two subgraphs in which construction; is
linked only to constructions expressing, respectively, the two contrasting event
types in the paradigm. Then, we calculated the diversity of construction; in each
of the two subgraphs. As an example, in the case of stative provare N, subgraph,
contains provare N and its inchoative neighbors, while subgraphs, contains provare
N and its causative neighbors. For each subgraph, we calculated the diversity of
provare N. In this way, we have two scores for provare N: the first represents the
uncertainty in predicting the pattern employed to create the inchoative predicate
if we assume that the stative one is expressed by provare N; the second will give
us the same information, but for predicting the causative construction employed.
Since diversity is a normalized score, when it is close to O it means that, by know-
ing that construction; is used with a noun, we can easily predict the corresponding
construction; expressing another event type. Instead, if the score is close to 1, it
will reflect high uncertainty (which corresponds to a high diversity in terms of
connections).

After this overview, we can summarize the methods employed and their con-
structional interpretation in Table 2.

(15)

3.2.2 Visualization

Coherently with the use of weighted metrics, we used the spring layout function
in NetworkX to position the nodes in the graph visualization. In fact, the function
employs the Fruchterman-Reingold force-directed algorithm to calculate the po-
sitions (Fruchterman & Reingold 1991). This algorithm treats nodes as repelling
objects, and edges as springs that attract the nodes they connect. Thus, once hav-
ing reached the equilibrium, nodes that are not connected by any edge are drawn
further apart, and instead, nodes that are connected by an edge are positioned
closer, accordingly to the weight assigned to the edges. This also results in the
fact that the more a node is connected to other nodes (and the heavier are the
links), the closer it will be to the center of the graph. In linguistic terms, it means
that:

+ the higher is the number of fillers shared by two constructions, the closer
the two constructions will be in the visualization.

« constructions positioned at the center of the network are the ones that share
fillers with most of the other constructions.
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Method Group Constructional Interpretation

Average degree Network properties | Average number of links each semi-schematic
construction projects.

Average degree Network properties | Average number of low-level alternations in

(Weighted) ) . ) ...
which each semi-schematic construction is in-
volved.

Transitivity &
Average clustering Network properties | Indicate the tendency to project a closed net-
[from 0 to 1] work, that is, a score of 1 tells us that all pairs
of linked constructions are both connected to
another construction.
Average clustering
(Weighted) Network properties | Indicates if closed clusters are formed by
[from O to 1] semi-schematic constructions that give rise to
many low-level alternations.

Attribute Assortativity Network properties | Measures homophily at a higher level of

[from -1to 1] A . : .
schematicity, i.e., tells us if semi-schematic
constructions tend to be connected with sim-
ilar constructions (with respect to formal,
structural, semantic, etc. features).

Attribute Assortativity

(Weighted) Network properties | Measures homophily at a lower level of
[from -1 to 1] schematicity, i.e., tells us if fully-specified
constructions tend to be connected with sim-
ilar constructions (with respect to formal,

structural, semantic, etc. features).

Maximal cliques Network properties | Represent “closed” clusters of semi-schematic
constructions, i.e., clusters in which every
node is directly connected to all others, inde-
pendently of the rest of the network.

Louvain communities Network properties | Represent clusters of semi-schematic con-
structions that systematically share fillers.

Deg;;;eicg;r;;(;llty Centrality Ranks semi-schematic constructions based on
how connected they are, i.e., the higher the
number of alternations in which a construc-
tion is involved, the more central a construc-
tion will be.

Betwe(c;/r;c;sizhct' g(ril)trallty Centrality Ranks semi-schematic constructions based on
how often they give rise to alternations that
connect otherwise separate subdomains of
the network.

Node diversity

(Weighted) Predictability Tells us the amount of uncertainty in predict-

[from O to 1] ing which semi-schematic constructions can

be used in paradigmatic alternation with a
given construction.

Table 2: Constructional interpretation of the selected methods.




Flavio Pisciotta 15

4 Data collection and preparation

For the creation of the dataset, we began by compiling a list of psych-nouns.
To this end, we drew on ItEM(Passaro et al. 2015), an Italian emotive lexicon®.
This resource was selected not only for its extensive lexical coverage, but also be-
cause it enables a targeted selection of nouns relevant to our study. In fact, ItEM
includes distributional similarity scores between Italian lemmas and Plutchik’s
(1980) eight basic emotion terms (joy, trust, fear, surprise, sadness, disgust, anger,
and anticipation). This feature was originally designed to provide emotional
orientation scores for sentiment analysis and related tasks. Nonetheless, it also
makes it possible to distinguish emotion-related words from non-emotive vocabu-
lary. Specifically, we assume that psych-nouns will generally yield higher cosine
similarity scores to basic emotion terms than to nouns unrelated to the psych-
domain, thus providing a principled basis for a preliminary selection of lemmas.

We pre-selected lemmas yielding a cosine similarity of at least 0.45 with ba-
sic emotion terms. We then manually selected only the lemmas expressing a
psychological state and ended up with a list of 199 nouns, further enriched by
comparing it with the list of 153 emotion terms provided in Zammuner (1998).
By cross-comparing the two lists, we reached the number of 217 nouns. For the
sake of simplicity, we filtered out deadjectival and deverbal nouns, by relying on
the data contained in the Italian dictionary GRADIT (Grande dizionario italiano
dell’uso; De Mauro 2007). The final list contains 86 nouns.

The next step was then to create a dataset containing all the types created from
the obtained noun list. Thus, for each noun, we collected all the derived synthetic
and analytic predicates, and annotated them for the type of event expressed:

- stative: X feels N
+ inchoative: X begins/gets to feel N
» causative: X causes Y to feel N

In particular, for the synthetic ones, we collected for each noun the correspond-
ing denominal verbs we found in GRADIT, filtering out the ones marked as ob-
solete or literary-only. Instead, for the analytic constructions, we restricted our
search to 10 patterns selected from the literature (JeZek 2004; Pompei & Piunno
2023):

« essere in N ‘be in N’, avere N ‘have N’, provare N ‘feel N’, and sentire N ‘feel
N’ for the stative meaning;

« prendere/si N ‘take N’, farsi N ‘do oneself N’, andare in N ‘go in N’ for the
inchoative meaning;

« fare N ‘do N’, mettere N ‘put N’, and dare N ‘give N’ for the causative meaning.

We then checked for the occurrence of all these patterns filled by the 86 nouns
from our list in an Italian Web-crawled corpus, namely itWaC small (Baroni et al.
2009) (~78 Mw). We discarded filled patterns with frequency lower than 5, as
well as the ones that are attested but do not actually correspond to psychological
meanings. We performed this annotation based on introspective judgements. The
predicates were then coded for the type of construction.

4 https://github.com/Unipisa/ItEM/tree/master/output.
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The resulting dataset of predicates contains 272 predicates (Table 3), created
by employing 19 constructions. Said constructions are the result of the mapping
between 14 patterns® and three semantic structures (corresponding to the event
types described above):

- statives: conversion (N-a/ire), suffixation (N-izzare), avere N, essere in N,
provare N, sentire N, anticausative converted (N-a/irsi) and parasynthetic
verbs (ad-/in-/s-N-a/irsi);

« inchoatives: anticausative converted (N-a/irsi) and parasynthetic verbs
(ad-/in-/s-N-a/irsi), prendere N, farsi N, andare in N;

 causatives: conversion (N-are/-ire), suffixation (N-izzare), parasynthesis
(ad-/in-/ s-N-are/-ire), fare N, dare N, mettere N.

analytic synthetic total
stative 121 16 137
inchoative | 14 27 41
causative | 63 31 94
total 198 74 272

Table 3: Number of predicates crossed by event type and complexity.

In order to build the graph, we crossed all the patterns in our dataset and anno-
tated, for each pair of patterns, how many nominal fillers they share, obtaining
107 pairs (at least one shared base). Then, we set a threshold of shared bases
for “relatedness”, since only 1 shared filler would not be enough to assume a link
between two patterns, and could as well be due to chance, especially because
we collected our data based on a closed set of possible fillers. Thus, we set a
threshold, based on the median number of shared fillers between the pairs of con-
structions in the dataset (median = 3): we assumed that there is a connection
when two constructions share an above-average number of fillers. The resulting
dataset contains 15 constructions, forming 44 pairs (Table 4).

cxnl cxn2 n _fillers
avere N provare N 34
avere N sentire N 22
provare N sentire N 22
avere N dare N 20
provare N fare N 19
provare N dare N 18
avere N fare N 16
provare N mettere N 13
avere N mettere N 13
sentire N fare N 12

Table 4: First 10 pairs of constructions by number of shared bases.

5 Note that some patterns can be mapped on more than one semantic structure: for instance,
conversion can be employed to create both stative and causative predicates.
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5 Results and discussion

The network is plotted in Figure 3. As we can see, setting the threshold to 4 led to
the exclusion of four patterns: -izzare suffixation and anticausative parasynthetic
verbs (statives), farsi N (inchoative), and -izzare suffixation (causative). In the
following subsections, we illustrate and discuss the results of the metrics, divided
in macro-groups. Finally, in Section 5.4 we address our hypothesis, by building
on pieces of evidence provided by our results.

5.1 Network properties (RQ1)

Table 5 shows the results for the network metrics. As we mentioned, network
properties help us analyze how interconnected constructions in the network are,
and which kind of constructions tend to be interconnected (RQ1). Given the
variety of network measures we have calculated, we present them in two separate
groups: one includes metrics about the connectedness of constructions (Section
5.1.1), the other explores which kind of relations emerge, and which types of
constructions tend to be linked (Section 5.1.2).

Subgroup Metrics Score
Quantity of connections | Average degree 5.87
Quantity of connections | Average Degree (Weighted) 15.47
Quantity of connections | Transitivity 0.68
Quantity of connections | Average Clustering 0.65
Quantity of connections | Average Clustering (Weighted) 0.19
Nature of connections Attribute assortativity - event type -0.11
Nature of connections Attribute assortativity - event type (Weighted) | -0.28
Nature of connections Attribute assortativity - complexity -0.12
Nature of connections Attribute assortativity - complexity (Weighted) | -0.21

Table 5: Scores for the network metrics.

5.1.1 Number and strength of the connections in the network

The network of psych-predicates has an average degree of 5.87, meaning that
each construction is linked on average to six other constructions. Such connec-
tions give rise on average to approx. 15 lower-level alternations for each semi-
schematic construction. In other words, the predicates created by each semi-
schematic constructions enter in 15 alternations.

However, the raw numbers of paradigmatic relations are not very useful in ab-
sence of a standard. Instead, what we get from clustering metrics is more easily
interpretable. Both transitivity and unweighted average clustering show a similar
score, which points at a very high ratio of triangles, both globally (transitivity)
and locally (average clustering). This means that if we encounter two construc-
tions sharing fillers, we have an approx. 65% probability that they will be both
be linked to another constructions. A high clustering score points at a high cohe-
sion of the network: generally, constructions in our network tend to be intercon-
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N—alirsi

Event types
statives
inchoatives

Il causatives

Figure 3: The network of denominal psych-predicates.
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nected. This can also be seen by examining the maximal cliques found (Table 6).
In fact, while we do have smaller cliques comprising two or three constructions
(e.g., essere in N and andare in N, causative and anticausative converted verbs),
almost half of the cliques comprise 6 constructions (40% of the total number of
constructions).

Clique Weight sum
provare N, essere in N 4
N-a/irsi(stative), N-a/ire(causative) 5

andare in N, essere in N 6

provare N, avere N, N-a/ire(stative) 45

provare N, avere N, dare N, prendere N 86

provare N, avere N, dare N, fare N,

N-a/ire(causative), N-a/irsi(inchoative) 186
provare N, avere N, dare N, fare N, 217
sentire N, N-a/irsi(inchoative)

provare N, avere N, dare N, fare N, 935
sentire N, mettere N

provare N, avere N, dare N, fare N, 265

in/ad-N-a/ire(causative), in/ad-N-a/irsi(inchoative)

Table 6: Maximal cliques found in the network.

A dense presence of links between constructions can be observed when we look
at Figure 3: it seems that almost all of the constructions occupy the core of the
graph, while the periphery of the network, formed by one-to-one relations, is
way less populated. This situation is nicely captured by the extraction of Louvain
communities (Table 7). The network is split in three clusters: on the one hand, we
have two peripheric relations between structurally similar constructions, namely:
1) andare in N and essere in N, which share the same [V Prep N] structure, and 2)
causative conversion and its anticausative (stative and inchoative) counterparts;
on the other hand, there is the cluster of interconnected constructions at the core
of the network.

Community Weight sum
andare in N, essere in N 6
N-a/ire(causative), N-a/irsi(inchoative), N-a/irsi(stative) | 16

fare N, avere N, provare N, in/ad-N-a/ire(causative),
prendere N, dare N, mettere N, sentire N, in/ad-N-a/irsi, 342
N-a/ire(stative)

Table 7: Louvain communities in the network.

However, the amount of links between the central cluster of constructions does
not automatically mean strong interconnectedness, and this is shown by weighted
average clustering: in fact, the low score seems to reveal that many triangular
connections found are not very strong. This means that even though the network
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is closely interconnected, many of the links in our network correspond to weaker
generalizations®. Thus, getting back to Louvain communities, we could hypoth-
esize that so many constructions were placed together in the same community
because most of them do not share enough fillers to form separate clusters. In
this sense, a densely connected network does not automatically imply tight con-
nections in that network.

5.1.2 Nature of the relationships in the network

After this overview on the number and strength of connections in our network,
we get to the assortativity scores, which tell us more about the qualitative ten-
dencies in the relational behavior of constructions. As mentioned, we calculate
assortativity based on both event types and construction types.

As for event types, the unweighted score shows a low negative score, and
thus we could say that quasi-synonymy and contrast relationships between semi-
schematic constructions have a comparable frequency in our network. However,
the weighted score reveals a moderate tendency towards contrast relations. This
means that most of the low-level alternations in our dataset are aimed at ex-
pressing different event types, and thus predicate alternations show a tendency
towards the expression of paradigmatic contrast, rather than the expression of
quasi-synonyms.

The relevance of contrast relations in our network can also be seen by plotting
separate graphs for links between same and different event types (Figure 4)’.
In fact, we clearly see that almost all of the constructions are interconnected by
links expressing semantic contrast (apart from stative conversion that constituites
an isolated node, and the two linked constructions andare in N and essere in N).
Instead, semantic similarity creates separate networks of stative and causative
predicates, but totally disconnects inchoative constructions that become isolated
nodes. This means that links expressing paradigm-like, contrast relationships
play a pivotal role in shaping the domain of denominal predicates expression.
Moreover, the expression of semantic contrast seems to motivate the inclusion
in the network of inchoative predicates. Nevertheless, the moderate assortativ-
ity scores tell us that there is still a good number of synonymous constructions,
representing potential rivals for the expression of the same meaning. However,
the creation of rival constructions is mainly found in the analytic domain. As
we see by calculating assortativity separately for analytic and synthetic construc-
tions, synthetic constructions are almost only employed to create paradigmatic
alternations, while the situation is more “mixed” in the analytic one (Table 8).

We also calculated assortativity by construction types (with respect to their
structural complexity). In this case too, the scores go from lowly to moderately
negative. This means that there is a low-moderate tendency in projecting links

6 Obviously, this has to be considered in relation with very productive alternations in our

dataset, such as the one between avere N and provare N, which are used interchangeably
with 34 fillers.

In this case we employed a shell layout, which does not take into account edge weights for
positioning nodes. We made this choice to make the visualization clearer.
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Structural complexity Assortativity - | Assortativity (Weighted) -
event types event types
Analytic cxns -0.12 -0.36
Synthetic cxns -0.63 -0.73

Table 8: Assortativity scores for networks including respectively analytic and synthetic construc-
tions only.

between synthetic and analytic constructions, rather than between constructions
of the same structural type, which seems to go in the direction of a mixed network.

However, this behavior is not equally true for all the type of connections in
our network, nor for all the semantic domains. Getting back to the distinction
between semantic similarity and contrast, we can calculate assortativity sepa-
rately for the subgraphs including paradigm-like relations on one side, and quasi-
synonymy on the other. By looking at unweighted scores, in contrast relations
we find no tendencies in any direction, and instead the presence of links across
different structural types is more significantly present when expressing the same
event type.

Nonetheless, such a tendency is mitigated by taking into account the number of
shared fillers: this probably means that some of the frequent synthetic/analytic
relations among quasi-synonymous constructions involve a relatively low number
of fillers, while in the case of semantic contrast, such relations, though rarer,
involve more fillers.

. . Assortativity - | Assortativity (Weighted) -
Semantic relations . .
complexity level complexity level
Semantic similarity -0.29 -0.24
Semantic contrast -0.08 -0.23

Table 9: Assortativity scores for networks including similarity and contrast relations only.

This tendency is not to be attributed to all the semantic subdomains: in fact,
the attraction between synthetic and analytic constructions is mostly found in
the causative domain (Table 10), while it is quite weak in the stative domain
(especially by looking at weighted scores). This supports the observation made
by Pisciotta & Masini (2025) that the causative domain seems to be the most
fruitful one to study competition between analytic and synthetic constructions.

Semantic sub-domains Assorta:civity - | Assortativity gWeighted) -
complexity level complexity level
Stative cxns -0.20 -0.12
Inchoative cxns 0 0
Causative cxns -0.4 -0.46

Table 10: Assortativity scores for networks describing the three event types (semantic sub-

domains).
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5.1.3 Summary

The results of our network metrics unveiled the following properties:

« Frequency of connections: the predicate-formation schemas in our dataset
are densely interconnected, and there is a high chance that pairs of construc-
tions share fillers. Consequently, most of the constructions belong together
in a core cluster, where we find both synthetic and analytic constructions;
nonetheless, most of the connections do not involve many shared fillers. On
the one hand, this behavior suggests that most of the schemas stand as an
option for predicate formation and combine quite freely with psych-nouns;
on the other hand, stable alternations seem to be lacking, at least at the
core of the network.

« Semantic contrast: the network seems to be shaped more by relations of
semantic contrast, rather than by relations of quasi-synonymy; this means
that predicate formation, at least in the psych-domain, tends to be exploited
to express different perspectives on psych-events. This is particularly true
for synthetic predicates, while the creation of series of synonymous predi-
cates is more frequent in the analytic domain. Moreover, contrast relations
motivate the inclusion in the network of inchoative constructions, that tend
to not share fillers, and seem to be more dependent on the existence of sta-
tive and causative constructions.

 Synthetic/analytic coexistence: in our network, analytic and synthetic
patterns often share the same fillers; however, there is generally no system-
atic tendency to create relationships between constructions at different lev-
els of complexity. In particular, contrast relationships (which shape paradig-
matic series) do not tend to involve different structural types; instead, it is
more common to find synthetic/analytic alternation for the expression of
the same meaning, in particular in the causative domain.

5.2 Centrality of constructions (RQ2)

Centrality metrics help us uncover which constructions stand at the core of the
network, and which of them have a pivotal role in shaping it (RQ2). Table 11
shows the ranking by degree centrality of the constructions in our dataset.

We can see that the most central constructions are two stative, analytic con-
structions, namely provare N and avere N. This result is coherent with the visu-
alization provided in Figure 3, by using the Fruchtermann-Reingold algorithm.
What does it mean that these two constructions are the most “central” in our
network?

From a graph perspective, a high degree points at a high number of connec-
tions between provare N and avere N and the other constructions in the network.
Moreover, since we are taking into account the weighted degree, it means that
fully-specified constructions that instantiate both provare N and avere N enter in
152 alternations, respectively. This means that these two constructions are the
ones that participate most often in alternations in the network. As shown in Table
11, degree centrality appears to strongly correlate with the number of types that
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Construction Event type n. types | Degree (weighted) | Degree (unweighted)
avere N stative 43 152 11
provare N stative 45 152 12
dare N causative 26 103 10
sentire N stative 23 89 8
fare N causative 22 85 9
mettere N causative 15 52 5
in/ad-N-a/irsi inchoative 13 48 6
N-a/irsi inchoative 13 45 6
N-a/ire causative 17 44 6
in/ad-N-a/ire  causative 12 44 6
prendere N inchoative 5 14 3
N-a/ire stative 6 11 2
essere in N stative 10 10 2
andare in N inchoative 7 6 1
N-a/irsi stative 6 5 1

Table 11: Constructions ranked by weighted degree centrality.

instantiate a given construction (which, in our case, corresponds to the number
of fillers). Theoretically speaking, degree centrality should not strictly depend on
the number of types associated with a construction. For instance, it is conceivable
that avere N, although instantiated by 43 types, is used with highly idiosyncratic
fillers, which would not be widely shared with other constructions. We could
rather say that a high weighted degree centrality depends both on the number
of fillers associated with a construction and on how commonly those fillers are
shared across other constructions in the network.

An example is offered by the two inchoative constructions andare in N and
prendere N. Although they occur with a similar number of fillers, andare in N
tends to select psych-nouns that are generally not found in other constructions,
except for essere in N. Said nouns generally express “extreme” psychological states,
often anxiety or fear-related, in which the speaker has a low dominance (16a). In
contrast, prendere N, despite being instantiated by a small number of types, stands
in paradigmatic relation with more constructions (provare, avere, and dare N),
since it is used with fillers that are more frequent and central within the domain
of psychological nouns (16b). This discrepancy results in the fact that andare in
N’s degree strictly depends on his number of types (since it only alternates with
one constructions), while prendere N’s degree is almost three times higher than
its type frequency, a ratio closer to more central constructions.

(16) a. andare in panico ‘panic’ (lit. ‘go into panic’)
andare in paranoia ‘become paranoid’ (lit. ‘go into paranoia’)
andare in estasi ‘go into raptures’ (lit. ‘go into ecstasy’)

b. prendere paura ‘become afraid’ (lit. ‘take fear’)
prendere coraggio ‘gain courage’ (lit. ‘take courage’)

prendere interesse ‘take interest’
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That being said, in a network as densely interconnected as ours, we can expect
that the greater the number of fillers found with a construction, the more likely
it is that many of them will be shared with other constructions. Therefore, in
our case, constructions with high degree centrality can be considered the most
prototypical in the network for two reasons: 1) they are the most frequently and
possibly most default constructions for lexicalizing a predicate from psychologi-
cal nouns; and 2) they are (almost) always present as paradigmatic alternatives,
regardless of which other construction is considered. The prototypicaliy of sta-
tive constructions, at least in the light verb domain, is not unexpected: stud-
ies on light verbs constructions have highlighted that stative light verbs are the
most unmarked option when used with state nouns (such as psychological ones)
(JeZek 2004; Mastrofini 2004; Pompei & Piunno 2023). In fact, they preserve
both the actional properties of the nominal base (differently from inchoatives),
and its argument structure (differently from causatives). Thus, statives analytic
constructions are found at the core of the network as they constitute the most
prototypical option to create a predicate in the psychological domain. Instead,
inchoative constructions seem to be the relatively less central in the network, as
the ranks 1-6 only include stative and causative constructions. This is in line with
the observation that inchoative constructions are less interconnected than other
constructions in the network, and stand as more marginal in the expression of
psychological events.

Ranks 1-6 in Table 11 also show us that the most central constructions seem to
be the analytic ones. In particular, [Verb Noun] constructions (exception made
for prendere N) are more central than synthetic constructions and, notably, of
[Verb inp.p, Noun] analytic constructions. Thus, even though there is indeed
a tendency to have links between constructions at different levels of complex-
ity (Section 5.1), the core of the network mainly includes constructions sharing
the same structure. That being said, we find strong differences in the synthetic
domain: causative/inchoative® parasynthesis and conversion have a weighted
degree which is not dissimilar from mettere N, and seem to be part of the core,
although as peripheric members; intead, stative synthetic constructions seem to
be way less integrated in the network, and show scores that pattern with [Verb
inprep Noun] light verb constructions and prendere N.

Betweenness centrality provides us with a slightly different picture (Table 12):
the most central elements are both the constructions at the core of the network
(avere N and provare N), but also constructions that “attract” isolated nodes in the
network (Figure 3), namely essere in N, and causative conversion (N-a/ire). No-
tably, provare N, essere in N and causative conversion act as articulation points of
the network: by removing them, the structure of the network would be disman-
tled in several subgraphs. Instead, all the other nodes show almost no between-
ness: this means that they do not have a fundamental role in the connection

8  The higher degree of inchoative anticausative constructions could seem strange, as they are

created from corresponding causative predicates (Section 2). This behavior is due to the ob-
solescence of former causative verbs, that used to take part in anticausative alternations, such
as innamorare ‘make fall in love’. Such verbs only exist as anticausatives in contemporary
Italian: innamorarsi ‘fall in love’.
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of different pieces of the network (and thus do not have privileged one-to-one
connections with any of the constructions).

Construction Event type | Betweenness (weighted) | Betweenness (unweighted)
avere N stative 45.5 0.11
provare N stative 29.5 0.38
essere in N stative 13 0.14
N-a/ire causative 13 0.14
dare N causative 1 0.06
sentire N stative 0 0.01
N-a/ire stative 0 0
N-a/irsi stative 0 0
andare in N inchoative | O 0
prendere N inchoative | O 0
N-a/irsi inchoative | 0 0.004
in/ad-N-a/irsi inchoative | 0 0
fare N causative 0 0.03
mettere N causative 0 0
in/ad-N-a/ire  causative 0 0

Table 12: Constructions ranked by weighted betweenness centrality. Articulation points calcu-
lated in igraph are highlighted in yellow.

Thus, constructions with high betweenness can be seen as “core” in structuring
the network. In particular, in our case they seem to hold together the three
Louvain communities we found (Section 5.1): avere N and provare N are the most
central constructions in the network (both for their degree and betweenness),
standing inside the most populated community (the central core); moreover, they
are both connected with causative conversion, which in turn is the articulation
point connecting the cluster comprising anticausative converted constructions;
finally, provare N is the only construction of the core connected with essere in N,
that participates in the separate cluster with isolated andare in N. These results
suggest a tripartite architecture of the network, and both essere in N and causative
conversion are transit points that connect the core (which is mainly formed by
[Verb Noun] analytic constructions) with two clusters that comprise, respectively,
converted constructions (synthetic) and [Verb inp,, Noun] constructions.

Overall, thus, both the centrality metrics we employed highlight that differ-
ent structural types of constructions, though connected, seem to occupy different
spots in the network, and seem to have a partially differing behavior. This does
not only depend on the level of complexity, but also on the analytic pattern em-
ployed. Nonetheless, it should be noted that parasynthesis is still quite integrated
in the [Verb Noun] analytic network, and, differently from conversion, does not
project a subparadigm on its own.
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5.3 Predictability of paradigmatic relationships (RQ3)

In order to evaluate the third point of our hypothesis, that is, the relationship
of predictability between exponents of different event types, we calculated node
diversity. We averaged diversity scores of nodes belonging to the same event
type to give an overview of predictability relations in a possible paradigm of
psych-predicates. Disaggregated scores for each node are provided in Appendix
A.1. We show the scores in Table 13. The table can be read as follows: row
names are “predictors” (since we know which exponents actualize those mean-
ings), while column names are “predictees” (the event types whose exponent we
want to predict, if there is one). The scores represent the amount of uncertainty
in the prediction®.

> inchoative | > causative
0.23 0.71
0.62

> stative

stative >
inchoative >
causative >

Table 13: Diversity averaged by event types of the starting nodes.

The least predictable relationship seems to be the one between causative and
stative constructions, and vice versa. In fact, by looking at the unaveraged scores
(Table 16 in Appendix A.1), we find that the only node showing no diversity
in the stative/causative relationship is anticausative conversion, which only pre-
dicts causative conversion in the causative domain. An effect of such alternation
is found also when trying to predict the corresponding stative construction when
the causative one is conversion; however, the score (0.66) tells us that converted
verbs are often in paradigmatic relation with other constructions outside of the an-
ticausative alternation. An example is the predicate network for the noun interesse
‘interest’: starting from the stative predicate formed by anticausative conversion,
we can easily guess the corresponding causative predicate, and we find no alter-
natives in the causative domain (17a). Nonetheless, if we were to predict which
construction can be used to express a stative event by knowing that conversion
is employed in the causative domain, we would find at least three alternatives
(17b):

(17) interesse ‘interest’
a. N-a/irsi (stative) > causative predicate
interessarsi ‘be interested’ > interessare ‘interest, concern’
b. N-a/ire (causative) > stative predicate

interessare ‘interest, concern’ > interessarsi, provare interesse, avere in-
teresse ‘be interested’

°  When a node has no connections to any other node expressing a specific event type, NaN is
returned.
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Instead, the most predictable relationships in the paradigm link statives and
causatives with their inchoative counterparts. This tendency can be explained
by two facts: 1) there are less competing constructions in the inchoative domain
than in other event types, and 2) they seem to be expressed only secundarily in
the paradigm, as they depend more, formally and/or semantically, on the other
two cells. While this depends to a large extent on the anticausative alternation,
and thus to the more regular/paradigm-like behavior of synthetic verbs (18a),
we also find some relatively strong relations in the analytic domain that seem to
depend on transparent lexical relations between light verbs. Two examples are
andare in N > essere in N , that exploit an opposition in dynamicity in the spatial
domain (GO vs. BE) to express the semantic opposition between inchoativity and
stativity (18b), and prendere N > dare N, which exploit two different perspectives
on change-of-possession events (TAKE vs. GIVE) to express the alternation between
inchoativity and causation (cf. Nicoletti 2025) (18c).

(18) a. calmare < calmarsi
‘calm’ +» ‘calm down’
b. essere in ansia <> andare in ansia
‘be anxious’ «» ‘get anxious’
c. prendere coraggio <> dare coraggio
‘take courage’ <+ ‘give courage’

These relations hold bidirectionally; however they are not as predictable when
starting from inchoative patterns, since constructional competition is more de-
veloped in both the causative and the stative domain, and thus there are several
possible paradigmatic alternatives. Nonetheless, diversity in inchoative > stative
and inchoative > causative relations is still lower than between statives and
causatives, and vice versa.

As suggested by the behavior of inchoative constructions, the most predictable
relationships seem to arise between structurally similar constructions. This goes
in the direction of different paradigmatic structures for constructions showing dif-
ferent levels of complexity. However, we should check if diversity actually gets
lower by splitting graphs based on the analytic/synthetic distinction, or if this phe-
nomenon only pertains to the relation involving inchoative constructions as pre-
dictees. In Tables 14-15 we show averaged diversity scores for the subgraphs that
contain, respectively, synthetic constructions and analytic constructions only'°.

> causative
0
0

> stative | > inchoative

stative >
inchoative >
causative >

Table 14: Diversity averaged for event types (synthetic constructions subgraph).

10 See Tables 17-18 in Appendix (A.1) for disaggregated scores.
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> inchoative | > causative
0 0.97
0

> stative

stative >
inchoative >
causative >

Table 15: Diversity averaged for event types (analytic constructions subgraph).

As we see in Table 14, the synthetic subgraph shows no diversity at all: in the
case of relationships involving a causative construction (both as predictor and as
predictee), there is a fully predictable relationship, provided by the anticausative
alternation; instead, there are no links between constructions expressing stative
and inchoative meanings. This suggests that synthetic constructions are struc-
tured as a strongly regular paradigm, which revolves around causative predicates,
which play a pivotal role in determining their inchoative and stative counterparts.
In fact, the two constructions employed to create causative verbs (i.e., parasynthe-
sis and conversion) seem to stand in complementary distribution. The tendency
of conversion and parasynthesis not to appear with the same bases has been al-
ready noted in Iacobini (2004), and is a consequence of the resolution of rivalry
between competing predicates created from the same nouns (Iacobini & De Rosa
2024). This avoids the possibility of finding alternatives when transitioning from
the inchoative/stative domain to the causative one, and vice versa, since inchoa-
tive or stative predicates are based on the causative one. However, not all syn-
thetic constructions are part of the paradigm: stative conversion (N-a/ire) has no
connections with other synthetic constructions'!, and thus is part of the network
only due to its links with stative analytic constructions.

Turning to the analytic paradigm (Table 15), in this case too we find some
positive effects in splitting the paradigms: also in this case relations involving
inchoative exponents become more predictable. This is due to the complemen-
tary distribution between inchoative constructions prendere N and andare in N: in
the stative domain, avere N and provare N are linked only to the former, while
essere in N is systematically linked to andare in N. Instead, in the causative domain
the only construction showing a consistent association with inchoatives is dare N,
which is only connected with prendere N. The association between essere in N and
andare in N lowers the score for stative > incoative prediction; instead, prendere
N can predict two different stative outcomes: avere N and provare N. Conversely,
the relationship between statives and causatives seems to become even more un-
predictable than in the case of a “mixed” network. This suggests that, at least in
this domain, there are no advantages in considering analytic constructions only:
unpredictable relationships in the network are not to be attributed to the interac-
tions between different types of constructions in the the psych-predicate network;
instead, unpredictability seems to be a feature of the analytic domain.

11 Note that stative converted verbs can be part of paradigms at a lower-level of abstraction.

For instance, in the case of the noun schifo ‘disgust’, both stative and causative converted
verbs are created: schifare means both ‘to feel disgust’ and ‘disgust’. However, this kind of
relation is not found systematically, since it only applies to two nouns in the dataset, and
thus this relationship was not included in our network.



30 CxG meets Graph theory

We could ask to what extent unpredictability represents a problem for speak-
ers in the analytic domain. In fact, by looking at the data, most of the nouns
can be employed to form stative predicates both with provare N and with avere N.
Thus, high diversity in this case does not prevent speakers from guessing which
exponent will be employed to create stative predicates, since both the options
generally provide acceptable results. Instead, when looking at the causative do-
main, overlaps and divergences between fare N, dare N, and mettere N are way less
regular and predictable. Thus, predictions in the causative domain, at least when
based on the stative exponents, are actually hardly generalized by the paradig-
matic structure.

Summing up, our results show that there are indeed some regular and pre-
dictable paradigmatic niches, which include constructions sharing common struc-
tural features. Moreover, by analyzing analytic and synthetic constructions sepa-
rately, we find diverging behaviors: synthetic verbs show systematic and regular
associations between constructions, with a strict division of labor between word-
formation schemas; similarly, [Verb inp.., Noun] analytic constructions show a
regular behaviour, since they are employed with very specific fillers; finally [Verb
Noun] analytic constructions include some regular series, but overall, seem to be
the most unpredictable, especially when looking at the causative domain.

5.4 How many paradigms of psych-predicates?

The results of the analysis reveal a complex picture, but they nonetheless allow
us to formulate a number of observations.

First of all, our network appears to be densely populated with relations between
constructions, which, however, are in most cases not particularly strong. These
relations may involve either synonymy or semantic contrast, with the latter in
particular accounting for the majority of connections among constructions in the
network. In this sense, we might say that the semantic structure of our network
resembles that of a paradigm: starting from a set of nouns, we observe a ten-
dency to form predicates that can express alternative perspectives on the same
psych-event. However, this does not happen with equal frequency for all event
types: in fact, our analysis clearly highlighted the asymmetrical nature of the net-
work, as we observed that inchoative semantics is generally less developed and
indeed only secondarily expressed in this domain, whereas stative and causative
meanings appear to be more prototypical for psych-predicates in Italian. This is
not a problem for the hypothesis, since asymmetries in paradigms are expected
(Section 2).

However, if we depart from the purely semantic assessment of the paradigm,
and we take into account how frequently and regularly elements are in paradig-
matic relation, things get more complex. Firstly, as we mentioned, most of the
connections are not particularly strong; nonetheless, there are some clusters of
constructions that stand out, at least when compared to the average behavior of
comparable sub-networks. In particular, these clusters are characterized by the
structural similarity of constructions: not only do we find an opposition between
synthetic and analytic constructions, but also between different analytic schemas,



Flavio Pisciotta 31

namely [Verb Noun] and [Verb inp., Noun]. We thus wonder whether this net-
work can be seen as a tripartite structure instead of one coherent paradigm.

In fact, while it is true that synthetic and analytic constructions do share fillers,
and, for instance, parasynthetic verbs are part of the cluster populated by analytic
constructions, some other facts point in the direction of a modular structure of the
network. Firstly, different structural types have different behaviors as for their
connectedness and centrality in the network: [Verb Noun] constructions tend to
have many connections between them and with other members, and instead syn-
thetic constructions seem to be tangential to the core of the network, since they
project less developed networks. Secondly, the network does not grant high pre-
dictability among paradigm exponents, apart from some regular alternations, that,
again, seem to hold only between structurally similar constructions. While we ad-
mit the possibility of poor predictability in a non-inflectional paradigm, we also
should prioritize splits that grant predictability in some subsets of the network.
In other terms, if some subset behaves as a canonical paradigm, we are more in-
clined to assume that such a subset forms a paradigm on its own. As a matter of
fact, when we split the network according to the level of complexity of construc-
tions, we achieve more coherent results: on the one hand, synthetic constructions
and [Verb inp., Noun] have strong and predictable relations, while [Verb Noun]
have a generally less predictable behaviour. Finally, we should also note that
sub-networks of structurally different constructions form series that cover dif-
ferent portions of the semantic paradigm of event types: synthetic constructions
mainly actualize the causative-inchoative alternation, and less often stative mean-
ings; [Verb Noun] constructions mainly express stative and causative events, and
only secundarily inchoative events; the two [Verb inp,, Noun] express a stative-
inchoative alternation. The only common trait seems to be the secundary role of
inchoative events in the psych-event domain.

Summing up, our network of structurally different constructions does not seem
to form a paradigm in a narrow sense, but only in the semantic sense. In fact, if we
lump together different structures we find no uniformity in their behaviour and
in their integration in the network, and no regular connections between them;
moreover, there is no clear complementary distribution between analytic and
synthetic predicates, which could point at the differential exploitation of different
strategies with certain noun subclasses. Thus, it seems more plausible to assume
that different types of construction form separate paradigms.

Nonetheless, we should not forget that these separate paradigms overlap in
some points in the network; some of them are articulation points, but we also
find a consistent interplay between synthetic causative constructions and analytic
causative constructions. Said synonymy relations are clearly recognized by speak-
ers at a low level of abstraction, as shown by the relationship of paraphrasability
between analytic and synthetic doublets in lexicographic sources (19):

(19) a. impaurire ~ mettere paura ‘frighten’ (Treccani'?)
b. infastidire ~ dare fastidio ‘annoy’ (Repubblica'®)

12 https://www.treccani.it/vocabolario/impaurire Sinonimi — e — Contrari)/
13 https://dizionari.repubblica.it/Italiano/I/infastidire.html
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Moreover, both in the case of parasynthesis and conversion, relationships with
analytic constructions seem to be quite systematic in the network, and thus should
not be overshadowed. In fact, such paradigm-external relations allow the network
to be kept together, with a moderate tendency for different constructional types
to be linked together, as testified by assortativity scores.

Thus, our network is, in a sense, “modular”: on the one hand, we have a strong
core of (mainly) stative and causative analytic constructions, which can be consid-
ered as a paradigm on their own; on the other, there are some structurally diverse
constructions that get attracted into the paradigm by means of their synonymy
or regular paradigmatic contrast with some of the more integrated elements. In
particular, synthetic constructions are found at the core of the network in the
case of causative predicates, that definitely seem to be the actual field in which
we find the most consistent coexistence and interplay between analytic and syn-
thetic strategies. Thus, the network of denominal psych-predicates is a complex
network of paradigms, which comprise synonymous and contrasting construc-
tions; such paradigms get to be linked together because of their mapping with a
shared set of semantic values, and thanks to the relatively strong relationship of
paraphrasability between constructions at different levels of complexity.

6 Theoretical considerations

Our analysis of the results showed that graph metrics can be a useful tool to
analyze relations between constructions, and to describe their behavior, if com-
plemented with a coherent linguistic interpretation. In the following sections,
we will discuss to what extent a graph-theoretic perspective can provide insights
for constructional theory, along with the limitations and (sometimes necessary)
simplifications of our model.

6.1 Putting relations center-stage in CxG

We believe that graph-theoretic modeling of constructional networks can be a
valuable resource in a construction grammarian’s toolkit, for both theoretical and
methodological considerations.

From a theoretical standpoint, graph theory seems to be naturally compatible
with CxG, starting from the definition of its architecture. This is evident if we com-
pare the mathematical definition of graphs (Section 3.1) with Goldberg’s (1995)
definition of basic units of constructional knowledge: both constructions/nodes
and links/edges are treated as basic objects in the model, which can carry at-
tributes/weights that concur to define the structure of the Constructicon/set of
nodes.

However, even though relations between constructions are of primary impor-
tance in CxG, much of constructionist research has focused primarily on the
description and analysis of the nodes, following a traditional descriptive or in-
ferential approach to linguistic phenomena (though with different assumptions).
On par, many of the statistical models employed actually help us discerning the
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behavior of different constructions by contrasting them. However, contrasting
constructional behavior is only one of the (indirect) ways to assess paradigmatic
relations (here intended in a broad sense) between linguistic signs. Under this ap-
proach, one generally tries to deduct network properties starting from its nodes’
internal properties.

Graph modeling of constructional networks can help us fill this analytical (and
theoretical) gap, in that it puts centre-stage the relational nature of linguistic
knowledge (Jackendoff & Audring 2020; Aronoff & Sims 2023; Budel et al. 2023),
as compared to other corpus-based methods (Shadrova 2022). In fact, while it
is true that for graph modeling we sometimes rely on construction-internal infor-
mation to define what makes two constructions linked (in our case the selected
fillers), once the theoretical assumptions on the model are drawn, what we re-
ceive from network analysis is mostly relational/construction-external informa-
tion.

If we look at our case, the measures we took into account provided us with a de-
scription of how, how frequently, and which constructions are connected, and so
on. In this, we did not directly receive any information on construction-internal
properties, apart from some quantitative data on slot fillers, and we were able to
operationalize information that is meaningful only in relative terms, such as the
notion of prototypicality in paradigms. By taking this approach, we traveled the
opposite path with respect to the traditional one, as we started from a descrip-
tion of the relational behavior of constructions, and tried, in our discussion, to
find construction-internal, e.g., formal, semantic, frequency related, features that
could explain our network’s topology.

It is clear that we do not want to imply any primacy of relations over con-
structions, as graph properties are often the explanandum and not the explanans.
Nonetheless, relational information should be taken into account seriously and
employed jointly with construction-internal information to better inform our knowl-
edge about a specific phenomenon. A possible way to do this is to evaluate in-
formation on constructional network’s structure against psycholinguistic and di-
achronic models to check whether deduction based on experimental and descrip-
tive studies are confirmed. In particular, there are many phenomena that have
been attributed to the nature of links between constructions, such as strenghten-
ing (Hilpert 2021), attraction (De Smet et al. 2018), contamination (Pijpops &
Van de Velde 2016), and so on, which could be assessed by designing an actual
model of the constructional network analyzed. As an example, our interpretation
of the metrics suggests that inspecting articulation points and betweenness in a
graph-based representation could prove to be very useful to assess phenomena of
attraction and constructional change in diachronic analyses, since these concept
can be used to isolate constructions acting as bridges in wider networks.

The advantages of having a model of the constructional network come, how-
ever, with the burden of a deep theoretical discussion to validate such model. In
fact, while construction-internal phenomena rely on quite solid empirical foun-
dations (also because of the wide literature on the matter), construction-external
relations are part of our modeling of language knowledge, i.e., they are not explic-
itly marked in the data, as they are mostly paradigmatic in nature. This makes
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our representation and analysis of the network more abstract and less statistically
powerful, and the interpretation potentially less solid and meaningful. For this
reason, a detailed and motivated reflection on the correspondence between mea-
sures and linguistic interpretation is needed. In this paper, we tried to move some
steps in that direction, keeping in mind that the interpretation of network mea-
sures is variable, based on the nature of the phenomenon. Nonetheless, there
are some shortcomings in our model, which let emerge some points for future
discussions.

6.2 Limitations of the model

Though the model we proposed provided us with promising results, there def-
initely is room for improvement, and, in particular, theoretical discussion is
needed to refine structural and representational aspects of the model. In fact,
there are a number of factors that were not taken into account, which could have
shaped the network in more realistic terms. Some of them, however, come at the
cost of a higher complexity in computational and interpretational terms.

Firstly, when operationalizing the edges, we should remember that not all types
have the same frequency, and thus we should probably assign weights to different
bases, as some of them could be more salient than others as fillers. However, we
should be careful when weighting fillers by their token frequency: firstly, we
do not have clear and reliable frequency thresholds for salience; moreover, very
frequent types are generally assumed as being stored separately from their mother
nodes, and thus are more likely not to be processed by speakers as types of said
mother nodes (Barddal 2008). This would raise the question whether frequent
types really strengthen paradigmatic generalizations or not.

Another related observation is that, as noted by Cappelle et al. (2023), shared
bases might tell us only part of the story. Even though fillers seem an intuitive and
objective way to look for relatedness between constructions, we should probably
craft the model by taking into account richer information, such as the semantic
similarity of bases that are not shared.

A third point is the absence of vertical links in our network: in the case of
light verbs constructions, we should have included two abstract nodes, namely
[V N] and [V Prep N]. This, however, would have led to complex theoretical and
technical choices. In fact, vertical links could be seen as directed ones (as they
clearly imply a direction from a construction to another), but it is unclear whether
horizontal and vertical links should be assigned similar weights, and how strength
in vertical links could be operationalized when we do not have information on all
the daughter nodes. Moreover, this would require different techniques, since the
presence of directed and undirected edges in a graph would qualify it as a mixed
graph, and the construction of such types of graph are generally not supported in
Python libraries.

A fourth and final point is the possible presence of more than one link between
two constructions: for instance, the formal similarity between some of the con-
structions could influence their closeness in the constructional network, as they
would be recognized as “more similar” by speakers. This could be captured via
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another horizontal link, thus redefining our graph as a multigraph (i.e., a graph
where is permetted to have multiple edges between two nodes). Obviously, the
way in which such a formal similarity should be expressed has to be discussed
case by case, depending on the variables taken into account.

Thus, much work has yet to be done in assessing and validating graphs as
more realistic representations of constructional networks. However, we believe
that the possible advantages of employing graph theory make the use of such a
formalism appealing for constructional research.

7 Conclusions

In this contribution, we proposed a structured account of constructional networks
in graph-theoretic terms, and applied it to analyze a network of Italian psych
predicates. In particular, we employed graph metrics and network analysis to
assess whether analytic and synthectic constructions employed to create denom-
inal psych-predicates belong in the same paradigm, defined as a set of recurring
and regular contrast relations. The results reveal that structurally different types
of constructions show different types of relational behaviors, and, while there is
some tendency to create links across the syntax-lexicon continuum, coherent and
regular contrast relations seem to hold mainly between constructions at the same
level of complexity (synthetic/analytic). Graph formalization proved to be a use-
ful tool to evaluate (and partially refute) our initial hypothesis, as it provided a
set of clearly defined measures to evaluate the way in which constructions are
interconnected.

In light of our analysis, we believe that CxG would benefit from the use of net-
work analysis for a number of reasons. Firstly, graphs are a useful descriptive
tool for visualization, and are flexible enough to encode the type of information
needed, according to different theoretical considerations and modeling choices.
Moreover, it seems a natural option for CxG, as it constitutes a theoretically com-
pliant and informed model, and since it emphasizes the relational and paradig-
matic nature of linguistic knowledge. However, research is needed to capture
which aspects of the constructional network should be encoded in a graph-based
model (e.g., what should be encoded in a link), and the cognitive plausibility
of such a modeling. We believe, however, that graph modeling can be readily
adapted to models resulting from both psycholinguistic and diachronic investiga-
tions, and can therefore be directly evaluated against experimental evidence.

In conclusion, we hope that our study will foster research in the direction of
graph modeling in CxG, and that research will turn its attention towards reaching
a partial, though adequate, model of linguistic knowledge.
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A Appendix

A.1 Diversity

construction > statives | > inchoatives | > causatives
avere N 0 0.95

provare N 0.95 0.96

sentire N 0 0.96

essere in N 0 NaN
N-a/ire(stative) NaN
N-a/irsi(stative)

andare in N

prendere N
N-a/irsi(inchoative)
in/ad-N-a/irsi(inchoative)
dare N

fare N

mettere N
N-a/ire(causative)
in/ad-N-a/ire

Table 16: Node diversity in transitioning on contrasting event types.
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> inchoatives | > causatives
NaN NaN
NaN

> statives

construction
N-a/ire(stative)
N-a/irsi(stative)
N-a/irsi(inchoative)
in/ad-N-a/irsi(inchoative)
N-a/ire(causative)
in/ad-N-a/ire

Table 17: Node diversity (network of synthetic constructions only) in transitioning on
contrasting event types.

construction | > statives | > inchoatives | > causatives
avere N 0 0.95

provare N 0 0.97

sentire N NaN 0.99

essere in N NaN

andare in N NaN

prendere N 0

dare N 0.96

fare N 0.97

mettere N 0.93

Table 18: Node diversity (network of analytic constructions only) in transitioning on contrasting
event types.
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